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Inside
ASIS&T

T wo plenary speakers will join the
ASIS&T throngs in St. Louis for
the 78th ASIS&T Annual Meeting,

November 6-10, according to the latest
information from conference chair Lisa
Given, Charles Sturt University,
Australia. Under the broad conference
theme of Information Science with
Impact: Research in and for the
Community, the speakers will bring their
unique perspectives on information
research and its impact on our societies.

New Conference Focus
This year’s conference theme gives

information science researchers – including
academics and practitioner researchers –

the opportunity to discuss
the impact of their research
on industry, government,
local/national/global
community groups,
individuals, information
systems and other practice
contexts. The theme
highlights the introduction
of a new conference focus
on applied research, which
recognizes that basic
research in information
science is also inspired by
and/or connected to
information practice
contexts.

Papers, Panels, Workshops and
Tutorials

Authors of paper, panel and poster
submissions are asked to identify one or
more “impact” topics that best fits their
submission and to identify whether the
research is primarily applied, theoretical
or a balanced mix of both. Deadlines for
most submissions is April 30, 2015.
Please visit the meeting website for more
details. �

Sarah Morton, co-director of the
Centre for Research on Families and
Relationships (CRFR), University of
Edinburg, Scotland, leads the center’s
knowledge exchange team,
facilitating ways in which
research on families and
relationships can be widely
used. She has been working
in knowledge exchange for
more than 10 years and is
interested in all aspects of
research use and knowledge
to action, particularly social
research, and issues in the
co-production of research.

Aaron Doering,
associate professor in the LT
Media Lab at the University
of Minnesota, currently
holds the Bonnie Westby
Huebner Endowed Chair in
Education and Technology. His research
involves the design, development and
evaluation of online and mobile teaching
environments; technology integration in
K-12 settings; and the innovative use of
technology to support teaching and
learning.

More information on the plenary
speakers and their topics will be available
in the coming months in the Bulletin and
online at the ASIS&T website.

C O N T E N T S N E X T  PA G E  > N E X T  A R T I C L E >< P R E V I O U S  PA G E

2015 ASIS&T ANNUAL MEETING

Plenary Speakers Preparing for St. Louis Gathering

Sarah Morton

Aaron Doering
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InsideASIS&T

I t’s nomination season for a full range
of ASIS&T awards presented annually
to honor outstanding people, ideas,

events and activities in the fields of
information science and technology. While
some awards are open only to ASIS&T
members, most of them reach beyond
organizational boundaries to find the best
representative of the award’s purpose.

ASIS&T HISTORY FUND AWARDS
The ASIS&T history awards, both the

research and best paper honors, provide
cash awards to their winners. Complete
proposal packages must be in the hands of
the history fund officials by April 30, 2015. 

The ASIS&T History Fund Research
Award honors the best research proposal
on any topic relevant to the history of
information science and technology. The
ASIS&T History Fund Best Paper Award
goes to the best previously unpublished
paper on any topics relevant to the history
of information science and technology. The
winner is expected to present the paper at
the 2015 ASIS&T Annual Meeting. 

The ASIS&T History Fund was
established by the ASIS&T Board of
Directors in June 2000 for the purposes of
supporting and encouraging research and
publication in the history of information

organizing bodies, are due in July and
August. Full details for these awards are
also available at http://asis.org/awards.html.

SIG/III INTERNATIONAL PAPER
COMPETITION

ASIS&T Special Interest Group/
International Information Issues (SIG/III)
is conducting its 15th annual International
Paper Competition to encourage
scholarship throughout the developing
world. The annual contest uses the theme
of the Annual Meeting to solicit original,
unpublished papers from librarians,
information and network specialists,
educators and others involved in the
creation, representation, maintenance,
exchange, discovery, delivery and use of
digital information. 

The theme for this year’s paper contest
is Information Science with Impact:
Research in and for the Community.
Papers could discuss issues, policies and
case studies on specific aspects of the
theme from a global and/or international
perspective. 

The judging criteria are originality of
paper in the developing world and global
information ecosystem (originality of the
project described, etc.); relevance to the
paper contest theme; and quality of

science and technology. The Fund is
supported by donations (including book
loyalties) from ASIS&T members and
others. The Fund Advisory Board
encourages further donations from anyone
interested in supporting historical study of
information science and technology. 

ASIS&T ANNUAL AWARDS
The prestigious ASIS&T Annual

Awards are presented each year at the
ASIS&T Annual Meeting. Deadlines and
nomination requirements vary among the
awards. Details are available at
http://asis.org/awards.html. 

Nominations due in June are for the
ProQuest Doctoral Dissertation Award;
Research in Information Science Award;
and Pratt Severn Best Student Research
Paper. In July, nominations are due for
Award of Merit; Best Information Science
Book; James M. Cretsos Leadership
Award; Thomson Reuters Doctoral
Dissertation Proposal Scholarship; and the
New Leaders Award. In August, complete
nominations are due for Thomson Reuters
Outstanding Information Science Teacher.

CHAPTER AND SIG AWARDS
Nominations for chapter and SIG

awards, administered by their respective

C O N T E N T S N E X T  PA G E  > N E X T  A R T I C L E >< P R E V I O U S  PA G E

Nominations Season Underway for Prestigious 
ASIS&T Awards
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B A K E R  a n d  S U T T O N , c o n t i n u e d

T O P  O F  A R T I C L EC O N T E N T S N E X T  PA G E  > N E X T  A R T I C L E >< P R E V I O U S  PA G E

Special Section
Linked Data and the Charm of Weak Semantics 

classes, shuns over-formalized semantics, embraces flexible and iterative
evolution over static standardization and accepts partial interoperability as
the only realistically attainable goal in today’s massively diverse web. The
linked data movement has invented useful new roles for constructs and
languages that are, by design, semantically weak. �

Resources Mentioned in the Article
[1] McCarthy, J., Minsky, M., Rochester, N., & Shannon, C. E. (2006). A proposal for the 

Dartmouth Summer Research Project on Artificial Intelligence, August 31, 1955. AI 
Magazine, 27 (4). Retrieved from www.aaai.org/ojs/index.php/aimagazine/article/view/1904

www.aaai.org/ojs/index.php/aimagazine/article/view/1904
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Ontology Engineering in the Era of Linked Data 
by Oscar Corcho, María Poveda-Villalón and Asunción Gómez-Pérez

I n computer science, the term ontology refers to a “formal, explicit
specification of a shared conceptualization” [1]. Conceptualization refers
to an abstract model that allows describing something relevant in the

world, for which we normally use concepts, properties and constraints on
their application (for instance, the Unified Modeling Language [UML] class
diagrams that many software developers use, the entity-relationship models
used to organize a database or any drawing that one makes in a whiteboard
to start organizing an information model for system development). All those
entities in the abstract model need to be described explicitly so that we cover
as much as possible of the world phenomenon that we are trying to represent.
(For example, if we are talking about different types of persons or organizations,
let’s include the different categories of persons and organizations that are
involved in our model of the world, as well as the relationships and constraints
that hold among them.) Being formal refers to the ontology being machine-
readable – that is, available in some language such as the Resource
Description Framework Schema (RDFS) or the Web Ontology Language
(OWL) that can be easily processed. And finally, and most importantly,
shared reflects the notion that an ontology captures consensual knowledge;
that is, it is not private to some individual, but accepted by a group.

The discipline of ontology engineering [2] can be understood, in a broad
manner, as the one that works on methods, tools and techniques to facilitate
the development of ontologies. This discipline has been active for more than
two decades and has witnessed an important evolution during its lifetime,
much of it related to the development of the following:

� Ontology languages, for example, Ontolingua and Loom in the early
90s, moving into ephemeral languages such as OIL or DAML+OIL,
and then the appearance of the World Wide Web Consortium (W3C)

C O N T E N T S N E X T  PA G E  > N E X T  A R T I C L E >< P R E V I O U S  PA G E

EDITOR’S SUMMARY
Ontology engineering encompasses the method, tools and techniques used to develop
ontologies. Without requiring ontologies, linked data is driving a paradigm shift, bringing
benefits and drawbacks to the publishing world. Ontologies may be heavyweight, supporting
deep understanding of a domain, or lightweight, suited to simple classification of concepts and
more adaptable for linked data. They also vary in domain specificity, usability and reusabilty.
Hybrid vocabularies drawing elements from diverse sources often suffer from internally
incompatible semantics. To serve linked data purposes, ontology engineering teams require a
range of skills in philosophy, computer science, web development, librarianship and domain
expertise.

KEYWORDS

ontologies information reuse

linked data logic

index language construction professional competencies

Special Section

Oscar Corcho is an associate professor at the Universidad Politécnica de Madrid (UPM)
and co-founder of the spin-off Localidata. His main research interests focus on linked
data, ontology-based data integration, ontological engineering and semantic e-Science.

María Poveda-Villalón is a Ph.D. student at the Ontology Engineering Group (UPM). Her
research activities focus on ontological engineering, knowledge representation and the
Semantic Web.

Asunción Gómez-Pérez is full professor at UPM, director of the artificial intelligence
department and director of the Ontology Engineering Group. Her main research
interests are ontologies, semantic technologies, linked data and the Semantic Web.
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RDF Ventures to Boldly Meet Your Most Pedestrian Needs 
by Eric Prud’hommeaux and Jose Emilio Labra Gayo

Eric Prud’hommeaux is a member of the World Wide Web Consortium (W3C) staff at
MIT. He has participated in developing Semantic Web technologies such as SPARQL
and RDB2RDF in order to meet use cases in the Semantic Web in Health Care and Life
Sciences Interest Group. He developed Shape Expressions in order to meet validation
and transformation use cases for clinical data. He can be reached at eric<at>w3.org
Jose Emilio Labra Gayo is the main researcher of the WESO (Web Semantics Oviedo)
research group and an associate professor at the University of Oviedo, Spain. He can
be reached through his webpage at http://di002.edv.uniovi.es/~labra/

T he Resource Description Framework (RDF) data model was defined
along with an XML syntax in 1999. A class hierarchy (if Spot is a
dog and all dogs are animals, then Spot is an animal) and property

domains and ranges followed a year later. It is perhaps unfortunate that this
model came under the name RDF Schema (RDFS) as it didn’t offer any of
the data constraints available in other schema languages like SQL’s DDL or
W3C XML schema. In hindsight, this development path was clearly in
tension with the priorities of everyday programmers and systems architects
who care primarily about creating and accessing well-structured data and,
perhaps secondarily, about inference. Four years after RDFS, OWL extended
the facilities provided by RDFS into an expressive ontology language that
could describe the information required for instances of classes. However,
once again, the language was oriented toward a healthy distributed
information infrastructure and not that last mile which permits developers to
confidently produce and consume data. While OWL could detect errors
when one used a literal with the wrong data type, it wouldn’t complain if
you say that every vehicle registration has an owner’s first name and last
name and then fail to supply those values. OWL is designed for an open
world semantics, which means that it won’t conclude anything (such as
signaling missing data) based on the absence of provided data. The absence
of evidence is not evidence of absence. 

Finally, another four years later in 2008, the RDF community assembled
to deliver a query language to meet the most elementary of application
needs – accessing data. The language met immediately with overwhelming

C O N T E N T S N E X T  PA G E  > N E X T  A R T I C L E >< P R E V I O U S  PA G E

EDITOR’S SUMMARY
Defined in 1999 and paired with XML, the Resource Description Framework (RDF) has been
cast as an RDF Schema, producing data that is well-structured but not validated, permitting
certain illogical relationships. When stakeholders convened in 2014 to consider solutions
to the data validation challenge, a W3C working group proposed Resource Shapes and Shape
Expressions to describe the properties expected for an RDF node. Resistance rose from
concerns about data and schema reuse, key principles in RDF. Ideally data types and
properties are designed for broad use, but they are increasingly adopted with local restrictions
for specific purposes. Resource Shapes are commonly treated as record classes, standing
in for data structures but losing flexibility for later reuse. Of various solutions to the
resulting tensions, the concept of record classes may be the most reasonable basis for
agreement, satisfying stakeholders’ objectives while allowing for variations with constraints.

KEYWORDS

RDF records

data structures information reuse

document schemas logic

validation

Special Section

This document represents the personal opinions of the authors. It does not imply any endorsement by
the W3C staff or membership.

http://di002.edv.uniovi.es/~labra/
mailto:eric<at>w3.org
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acceptance and adoption. This ability to query led to the development of many
new applications, as well as databases and libraries designed to facilitate
application development. This energy led to the expansion of SPARQL into
Update (analogous to SQL DDL) and HTTP. It did not, however, elegantly
solve the problem of RDF data description and verification. The rest of this
article describes efforts to create a standard validation language and where
this work stands now. 

RDF Validation Workshop
In September or 2014, around 30 companies came together to describe

their validation needs and solutions. The overall message was that “it would
be great to use SPARQL, but we want a higher-level language.” Two
communities had very similar proposals, the Dublin Core community with
its Description Set Profiles and Open Services Lifecycle Collaboration
(OSLC) with its Resource Shapes. The principal outcome was that IBM
would make a formal W3C Submission of Resource Shapes and W3C
would charter a working group on RDF validation. 

Well, it wasn’t exactly validation because that process was only one
aspect of how these descriptions would be used. Others included generating
interface forms or data. It’s arguable that once you have a semantic for
validation, you’ve conquered the rest, but that doesn’t mean that someone
needing something for interface generation would know to look under “V”
for validation. The name Schema was already taken by another technology.
After much seeking, we decided that Shapes was the best we could do. 

Resource Shapes
The Resource Shapes language is an expression of a collection of

properties expected to be associated with some RDF node. It includes a
predicate name, a cardinality (Zero-or-one, Zero-or-more, Exactly-one,
One-or-more) and either a required datatype for RDF Literals or another
shape for objects that are in turn complex structures. This is all written in
RDF (the specifications mandate Turtle, but in principle this could come
from RDF/XML, RDFa and so forth). The specification identifies a few
contexts for validation, which we will call “triggers.” A trigger is a

statement that asserts how some data or interface through which data may
pass is connected to a shape. 

After the submission of Resource Shapes and another called Shape
Expressions (which aimed to provide both a human-facing language and a
semantic definition of Resource Shapes), the W3C staff proposed a charter
based on these specifications. This proposal met with pushback from
advocates for SPIN and Stardog ICV, both deployed products providing
constraints. The former is a language for implementing constraints as
SPARQL queries, mostly used with RDFS classes as triggers; the latter is a
reinterpretation of OWL axioms with closed world and unique name
assumptions.

SPARQL Inferencing Notation
SPIN is also a W3C member submission dating back to 2011. It has

received some adoption but is still primarily developed and supported by
Top Quadrant. SPIN is used for validation by attaching SPARQL queries to
RDF classes with the implication that every instance of that class must pass
the SPARQL query (actually, get zero results). SPIN has a template
mechanism for substituting terms from an RDF structure into a SPARQL
query. While some SPIN constraints on class members are expressed as
SPARQL queries, others are RDF graph structures, somewhat like Resource
Shapes. 

Stardog ICV
Stardog ICV is a technology marketed by Clark & Parsia as part of the

Stardog product. It reinterprets OWL axioms as constraints on RDF graphs
utilizing a closed-world semantics that permits it to conclude that data has
errors by assuming that it has seen all of the information. Where OWL
assumes that any two URLs may stand for the same thing unless explicitly
stated (with owl:differentFrom), ICV assumes that all URLs stand for
different things in the domain of discourse. The combination of these two
assumptions permits conventional OWL syntax to identify nodes that are
missing assertions or have too many, without an exhaustive enumeration of
all of the things that are different from each other. 

P R U D ’ H O M M E A U X  a n d L A B R A  G A Y O , c o n t i n u e d

T O P  O F  A R T I C L EC O N T E N T S N E X T  PA G E  > N E X T  A R T I C L E >< P R E V I O U S  PA G E

Special Section
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Curators at important institutions had been making heroic efforts against the
loss of shared cultural heritage, but their results were almost entirely dark to
the public. Their organizations already know that they must do a more
effective job of putting preserved materials on the web, but too many
initiatives in support of this goal get caught up in questions of how best to
construct vocabulary for their metadata. A number of comprehensive
formats such as RDA (Resource Description and Access) have been
developed with great deliberation. There is value in such activity, but there
is also a problem when potential users tend to wait for the format to be
perfected, slowing down the move to make better use of the web.

The idea behind BIBFRAME is to reduce delay. BIBFRAME provides
consistent yet flexible means to communicate data and is designed to make
the simple things simple and the complex things possible. Its inspiration lies
with the decades-earlier development of the Dublin Core Metadata Element
Set (DCMES), which famously favored simplicity in the form of a mere 15
terms. DCMES has been very successful but is a bit too flat to represent more
detailed descriptive practices (such as data encoded in MARC). To help
address this issue, the Dublin Core Metadata Initiative (DCMI) provided a
means of element refinement (DCTERMS). DCMI also introduced the “1:1
principle” (http://wiki.dublincore.org/index.php/Glossary/One-to-
One_Principle) that provided a basis for linking together small, descriptive
and correlated sets of resource cataloging metadata. BIBFRAME also starts
with a small core vocabulary to represent the richer structure needed to
encapsulate creative work for cataloging purposes. Communities of
BIBFRAME users can build layers on the core to support description of
books, periodicals, audiovisual material, digital publications and much
more. Even more specialized communities can continue the layering
process to address cataloging areas from rare books and manuscripts to
medical journals. Finally, the extensibility of BIBFRAME supports entirely
novel cataloging needs for works ranging from tweets to software packages.

Another important model that informed BIBFRAME is Functional
Requirements for Bibliographic Records (FRBR). FRBR was designed to
support access to library materials by distinguishing their more general
properties, such as topic, from properties specific to particular editions or

physical copies. FRBR has
been very successful in
getting catalogers to think
broadly about emerging
modes of user access, such
as the web. One difficulty
with FRBR is that it
creates a universal
stratification of creative
material that doesn’t
always suit the wide
diversity of models used to
express metadata. This
complication adds to
general uncertainty and
delay as catalogers debate
which aspect of FRBR
should govern which
aspect of a resource to be
expressed as linked data
on the web. BIBFRAME’s
simplified organization
around content (Work) and
carrier (Instance) derives
from lessons learned both
from Dublin Core and
from FRBR. 

BIBFRAME focuses less on the minute details of vocabulary and more
on rapid, pragmatic adaptation to what works best on the web. Given the big
problem facing memory organizations on the web – their lack of visibility –
there is a lot of practical experience from other industries to suggest the
solution. Institutions should do much more linking within and across their
bodies of useful information. BIBFRAME encourages them to think about
the use cases around access in order to optimize how they organize actual

M I L L E R  a n d O G B U J I , c o n t i n u e d

T O P  O F  A R T I C L EC O N T E N T S N E X T  PA G E  > N E X T  A R T I C L E >< P R E V I O U S  PA G E

Special Section
Linked Data and the Charm of Weak Semantics 

The Libhub Initiative – 
Accelerating the Visible Library

As libraries work to assert themselves as

relevant, they need to speak in a way the web

can see and represent consistently. Our users

live on the web and rely on the web to deliver

information resources, yet the lack of access to

harvestable library data and a consistent way to

understand that information has removed

libraries from view of web users. This lack of

visibility comes from our industry's use of

legacy systems and, in part, the limitations of

legacy, non-web, data standards like MARC. The

Libhub Initiative focuses on exploring this

promise through action and working to

collectively understand the problem space

around raising the visibility of libraries on the

web. More information is available from

libhub.org.

libhub.org
http://wiki.dublincore.org/index.php/Glossary/One-to-One_Principle
http://wiki.dublincore.org/index.php/Glossary/One-to-One_Principle
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materials, but it also encourages them to perform experiments around
linking and description on the web and to rapidly iterate on how they
organize metadata.

The things that boost the visibility of sites and pages on the web, such as
search engines, indices and viral dynamics in social media, rarely have
anything to do with vocabulary. The most important metric in any discussion
of visibility is the number and quality of links. Search engine optimization
(SEO) is the subject of constant study and even desperate trickery, but the
most effective SEO has always been about arranging links between useful
content. In the context of visibility there is little point having a page with
the perfect vocabulary for some purposes if it is not also part of a rich
network of links. BIBFRAME provides a basis for such a network among
memory institutions that already have plenty of useful content that is kept in
the dark thanks to a poverty of linking.

And that observation brings us to an important clarification. There is
some confusion around the Schema.org initiative, launched by the major
search engines in order to help content creators provide metadata to
improve the functionality associated with search engine results. Schema.org,
for example, allows commerce sites to specifically format the price for an
item, which can then be displayed right in search engine results for that item,
in order to support a use case of comparison shopping. There have been
initiatives to refine Schema.org vocabulary sets for bibliographic information.
This activity complements rather than competes with BIBFRAME, which
can be used to express the relationships inherent in traditional catalog
metadata in terms of links. These links enhance the visibility of the page,
and once they are visible and appear in search engine results, the value of
Schema.org comes into play, enhancing the user’s interaction with those
BIFRAME-derived resources through search engine tools.

BIBFRAME is a linked data technology, designed for flexibility, even
circumventing some of the purisms of other linked data technologies, if these
strictures get in the way of the ultimate goals. For example, BIBFRAME
can be represented in Resource Description Framework (RDF), and indeed
much of the material explaining BIBFRAME uses RDF formats. Yet
BIBFRAME is not strictly in line with esoteric details of the RDF model,

nor with some of the cherished conventions of RDF formalists. BIBFRAME
should be just as straightforward to apply in plain html web pages and in
dynamic web applications as it is in more highly structured data sets.

BIBFRAME is about four types of things: Work, Instance, Authority and
Annotation. Work and Instance
have some correspondence to
entity types from FRBR and look
to separate basic concepts of
creative material according to the
abstract notion of the creative
content (Work class) and the
physical objects through which
these works are accessed (Instance
class). For example, digital bits
are considered in the physical
domain for purposes of
BIBFRAME; therefore an image
on the web of Neil Armstrong on
the moon is an Instance as is a
print photograph that conveys the
same picture (which is the Work)
to the viewer. Authority provides a
way to connect resources to well-
managed records of those
instances at various institutions,

for example, Library of Congress Subject Headings or Getty image
identifiers. Annotations provide a mechanism for supplementing the
information about a resource, separate from the central characteristics for
cataloging that resource. Information about which institution holds a
resource or user reviews of a resource can be added through annotations.
BIBFRAME recognizes at a fundamental level that the credible resources
that are surfaced to the web provide the substrate for further collaboration,
organization and enhancement by the users of this data. Annotations provide
a means for accelerating this process in a consistent and reusable manner. 
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FIGURE 1. The BIBFRAME model 











T he graph pattern of Semantic Web data is a significant departure
from the data models that preceded it. The first data processing
methods on punched cards were essentially an automation of the

ordered, linear card file. A punched card stack, however, had to be
processed from the first entry to the last in order to extract data, which
clearly had some disadvantages. Early database management systems used a
hierarchical model that could query particular paths in order to arrive at
results. Like the classified library shelving system, these hierarchies forced
designers to provide one and only one place for each information unit,
which naturally cut off some possible data combinations at the same time
that it facilitated others. 

The 1980s saw a great improvement in design in the form of the
relational database management system. A relational database was much
more efficient for searching on combinations of stored data elements.
However, before you could store your data in such a database, you had to go
through a tedious process of deciding on one, just one, view of your data
that would form the physical database design. The resulting data structure
was fixed – fixed before any data was entered into it – and changes were
difficult and painful; adding a new kind of data meant changing the
underlying structure of the database. This view had to accomplish a number
of things simultaneously: 

� It had to reduce duplication of data, striving to arrive at a design in
which each data instance, like an inventory number, existed once and
only once in your database. 
� It had to establish identifiers for each separate unit of data and
relationships between those units of data. 
� It had to allow for efficient update and querying of the database. 
The late 20th century movement toward object-oriented design took
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Simplicity in Data Models  
by Karen Coyle

Karen Coyle is a librarian with over 30 years of experience with library technology. She
consults in a variety of areas relating to digital libraries, has published dozens of articles
and reports (mostly available on her website, kcoyle.net) and has served on many
standards committees. She works primarily on metadata development and technology
planning and is currently investigating the possibilities offered by the Semantic Web and
linked data technology. She can be reached at kcoyle<at>kcoyle.net
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EDITOR’S SUMMARY
Evolving from database models using punch cards, strict linear relational databases and
predefined object-oriented data structures, the triple statements underlying Semantic Web
technologies bypass many design constraints to offer endless flexibility. Overcoming
structure is challenging, especially the relatively recent structure formalized in the
Functional Requirements for Bibliographic Records (FRBR). Though geared to easier access
and interoperability and recognizing a multilevel bibliographic model, FRBR remains tied to
translating entity-relation diagrams to data structures. Resource Description Framework
(RDF) provides a more flexible way to express concepts, in which bibliographic models may
be thought of as graphs of properties and relationships. But even RDF-based models can
undermine that flexibility by mixing concept classes and data structures. The advantage of
RDF classes is to provide semantics that enable a user to focus on similarities, not bound by
contextual constraints.and success metrics.
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advantage, in programming and database design, of a human capability for
organizing things based on commonalities. In object-oriented (O-O) design,
those commonalities are determined by attributes and processing functions.
All entities with similar attributes could be gathered into a single class, with
the class defining the attributes that they have in common and with subclasses
for more specific or variant concepts. In the O-O data view, classes are
containers and controllers for data and functions. O-O designs were more
extensible than relational ones, but still required the pre-definition of a basic
data structure. 

Because only pre-defined elements could be stored in these database
management systems, we developed gatekeeper programs that only allowed
in certain data and that ruled over the input forms used by anyone keying
data directly into the database. We created macros that limited what
searches could be done because some searches could bring the system to a
grinding halt.

Semantic Web technologies, based on three-part statements (triples) and
a graph structure, make many of these design constraints obsolete. Yet one
of the hardest things about moving into today's data landscape is learning to
give up old ideas of the fixed structure of data. It's like telling a technology
developer that one day his pet can be a cat, the next day it can be a fish.
This is unsettling. Yet there is much that is positive about this state of
affairs, not the least being that we can give up our role as the tyrants of data
and allow change to happen naturally. 

What would natural change look like? I'll take my examples from the
data environment that I am most familiar with – library resource metadata.
Recent efforts to create a new model for library and archive resource
metadata show how difficult it is for us to move past our grounding in
structured data and to embrace the ever-changing, conceptually infinite
graph. This new model centers on a conceptual model that we know as
Functional Requirements for Bibliographic Records (FRBR).

FRBR, 1998
This story begins more than a half a century ago, and reaches its apex

before the turn of the new millennium. It is rooted in a 1946 document,

Studies of Descriptive Cataloging: A Report to the Librarian of Congress,
an analysis of the library cataloging rules by a newly arrived Library of
Congress cataloger, Seymour Lubetzky. Lubetzky's analysis noted, among
other cogent observations, that the library cataloging rules of the time
provided no explanation of the functional motivations for the decisions that
catalogers were required to make. Unlike a proper domain analysis that was
the expected technology focus of the latter decades of the 20th century, the
cataloging rules contained no connection between data and services. 

During that same period, the International Federation of Library
Associations (IFLA) was working to formulate cataloging standards that
would allow libraries across the globe to exchange information about their
resources. At an IFLA meeting on international cataloging rules in
Stockholm in 1990, the participants decided that a new vision of cataloging
was needed. The new rules should adhere to Lubetzky's suggestion that each
rule be grounded in the actual desired service to users of the catalog. The
rules should also eliminate any data elements that were not absolutely
necessary, promote sharing of data and reduce the costs of cataloging.

The task of developing this new vision was assigned to a small group of
library representatives and of experts in the area of cataloging. The study
group began its work in 1992, and in 1998 released its final report
(www.ifla.org/en/publications/functional-requirements-for-bibliographic-
records). The report is heavily influenced by a particular data design
technique called entity-relation (E-R) analysis. Like the analyses that were
performed by database designers in the 1980s and 1990s, FRBR outlined a
structure that was designed, albeit imperfectly, around E-R principles. The
FRBR conceptual model defined three groups of entities: bibliographic
entities (work, expression, manifestation, item), agent entities (person,
corporate body) and subject entities (concept, object, place, event). The
latter two groups are compatible with the library practice of name and
subject authorities, but the first group introduces, for the first time, a
multilevel view of the bibliographic entity. Although the report does address
user needs and also defines a core set of bibliographic elements, it is the E-
R design that dominates the final report. 

The design, which is often referred to in FRBR-related documentation
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FIGURE 2. The recombinance of properties
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Each of these models makes use of RDF technology, but they also each
confound classes, in the RDF sense, and data structures. They pre-define the
bibliographic entities as entirely separate entities, each with only one set of
exclusive attributes. In spite of the flexibility afforded us by RDF, these
models imitate the pre-defined, fixed models of E-R and O-O. 

It is the atomic nature of properties in graphs that gives the linked data
cloud its potential to allow widespread sharing of data among different
communities and data sources. By viewing the above bibliographic models
as graphs of properties and relationships rather than structured records, it
becomes clear that they have more in common than is evidenced in their
respective high-level diagrams. The role of RDF classes is to provide
additional semantics to properties for the purposes of inferencing, not to bind
properties to a set structure, and the properties themselves can interoperate

independently with other data in the linked data cloud. With this difference
in mind it becomes easier to see that the data described in RDF graphs is
recombinant precisely because properties are not bound by the context of
their high-level models. Defining our data in RDF means that we free it
from the pre-determination that was required by past data structures so that
we can take advantage of similarities, not be thwarted by differences. �

FIGURE 1. Structured view of bibliographic models 
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Linked Data Practice at Different Levels of Semantic Precision:
The Perspective of Libraries, Archives and Museums
by Antoine Isaac and Thomas Baker

Antoine Isaac is R&D manager for Europeana and guest researcher at the Free University Amsterdam. He can be reached at antoine.isaac<at>europeana.eu
Thomas Baker, an organizer of the Dublin Core Metadata Initiative, is an associate professor at Sungkyunkwan University in Seoul, South Korea. He can be reached at tb12<at>thbaker.org

L inked data for libraries, museums and archives (LAM) draws on and
integrates a broad variety of structured schemas and vocabularies, some
of which have developed over a period of decades. In the linked data

environment, all such semantic artifacts are expressed in RDF (Resource
Description Framework) as data, and in the RDF context most of these types
of data may also be called vocabularies. From the perspective of LAM
practitioners, such semantic artifacts present themselves broadly as element
schemas, which define the basic properties and classes according to which the
data is structured, and value vocabularies, which provide pragmatically organized
structures of concepts to which the resources they describe are related.

In the LAM context, the semantic level of those artifacts may differ
significantly according to specific application requirements. LAM practitioners,
for example, may work with ontologies that situate a class Person in a
precisely defined hierarchy of classes, but it may also be necessary to
distinguish a person's identity as defined by a specific national library. Large,
organically evolved schemes of broader and narrower concepts, moreover,
may not lend themselves to expression as precise hierarchies of classes.

This article briefly surveys the types of semantic artifacts of relevance to
LAM practice and draws a few conclusions about the possibility and
desirability of expressing their semantics with precision.

The Formal Classes of RDFS and OWL Ontologies
The Resource Description Framework (RDF) data model that forms the

base of Semantic Web technology and linked data relies on a formal typing

C O N T E N T S N E X T  PA G E  > N E X T  A R T I C L E >< P R E V I O U S  PA G E

EDITOR’S SUMMARY
Libraries, archives and museums rely on structured schemas and vocabularies to indicate
classes in which a resource may belong. In the context of linked data, key organizational
components are the RDF data model, element schemas and value vocabularies, with simple
ontologies having minimally defined classes and properties in order to facilitate reuse and
interoperability. Simplicity over formal semantics is a tenet of the open-world assumption
underlying ontology languages central to the Semantic Web, but the result is a lack of
constraints, data quality checks and validation capacity. Inconsistent use of vocabularies and
ontologies that do not follow formal semantics rules and logical concept hierarchies further
complicate the use of Semantic Web technologies. The Simple Knowledge Organization
System (SKOS) helps make existing value vocabularies available in the linked data
environment, but it exchanges precision for simplicity. Incompatibilities between simple
organized vocabularies, Resource Description Framework Schemas and OWL ontologies
and even basic notions of subjects and concepts prevent smooth translations and challenge
the conversion of cultural institutions' unique legacy vocabularies for linked data. Adopting
the linked data vision requires accepting loose semantic interpretations. To avoid semantic
inconsistencies and illogical results, cultural organizations following the linked data path
must be careful to choose the level of semantics that best suits their domain and needs.
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mechanism, where resources are asserted to belong to classes (such as
ex:Painting) of the type defined by the RDF Schema specification (RDFS)
(www.w3.org/TR/rdf-schema/):

@prefix ex: <http://example.org/> 
@prefix rdf: <www.w3.org/1999/02/22-rdf-syntax-ns#>
ex:monalisa rdf:type ex:Painting

The classes and properties used to produce such RDF statements may be
defined using formal axioms in the Web Ontology Language OWL
(www.w3.org/TR/owl2-overview/), for example to say that every Book has
at least one creator. In the RDFS and OWL model, classes are organized in
subsumption hierarchies, for example:

@prefix rdfs: <www.w3.org/2000/01/rdf-schema#>
ex:RenaissancePainting rdfs:subClassOf ex:Artwork
ex:Painting rdfs:subClassOf ex:Artwork

Such hierarchies are transitive. From the two axioms above, for example,
it follows that every resource with rdf:type set to ex:RenaissancePainting
can be automatically classified as an ex:Artwork.

It is possible to add a great deal of detail with formal axioms in OWL
ontologies. This facility brings more modeling precision and the ability to
perform more complex automatic reasoning. However, this precision comes
at the price of hard work and has hindered the adoption of formal ontology
languages. Too often, would-be technology adopters have felt they needed
to capture all semantics of their domain, which requires a significant
amount of time and raises the bar for potential data re-users who have to
handle data with more complex data semantics.

One of the reasons for the success of the linked data movement has been
its focus on lighter-weight ontologies, where classes and properties are
defined using minimal axioms. This minimalism makes it easier to re-use
vocabularies across applications within a domain or even across domains,
which makes the data that uses them more interoperable. In the cultural
sector, the Dublin Core vocabulary (http://dublincore.org/documents/dcmi-
terms/) remains very popular for expressing metadata as RDF. Together

with other relatively simple ontologies, the Dublin Core elements provide
the basis for the European Data Model (www.europeana.eu/schemas/edm/)
used by Europeana (http://europeana.eu), the Digital Public Library of
America (http://dp.la) and the German Digital Library (www.deutsche-
digitale-bibliothek.de/) for gathering and publishing metadata for thousands
of digitized cultural collections. Even more sophisticated models in the
cultural sector may avoid coining too many formal axioms. The CIDOC
Conceptual Reference Model (www.cidoc-crm.org/), for example, is
provided as a simple RDFS ontology.

Another example is Schema.org (http://schema.org), a broadly scoped
but semantically lightweight vocabulary developed by Google, Bing, Yahoo
and Yandex to harvest data about the content of websites. The use of
Schema.org is being explored for cultural data too, as in recent experiments
led by OCLC [1].

The creation and use of formal ontologies is also unexpectedly hindered
by the open-world assumption (http://en.wikipedia.org/wiki/Open-
world_assumption) that underpins the formal semantics of current ontology
languages. According to this assumption, if an OWL ontology states that
every painting is expected to have one creator, a dataset where a specific
painting does not have any creator will not be considered wrong. There
could in principle be data elsewhere that provides the missing information.
A reasoning engine interpreting this data will infer that the painting has a
creator even if that creator is unknown.

The open-world assumption is a very powerful principle for web data.
Yet it is counter-intuitive for many data modelers accustomed to more
traditional, data validation systems such as the ones based on XML schema
or used in relational databases. It also implies that existing Semantic Web
technology does not provide a mechanism to close the world and perform
the sort of data checking that would be useful for ensuring a minimal
quality for data being exchanged. Europeana, for instance, had to fall back
on basic XML schema validation rules to specify how the Europeana Data
Model (EDM) data should be validated. Now that the community has had a
taste of web- and graph-based data representation, this necessity has felt
like quite a step backwards. 
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Such requirements for data checking have recently come to the fore, and
efforts have started recently at W3C to develop technology for making and
sharing specifications (data shapes) that would allow such checking
(www.w3.org/2014/data-shapes/). A task group of the Dublin Core
Metadata Initiative has also been created to identify the requirements for
RDF Application Profiles in the Dublin Core community and make sure
these requirements are taken on board in the W3C efforts
(http://wiki.dublincore.org/index.php/RDF_Application_Profiles). 

Vocabularies from Formal OWL Ontologies Down to SKOS
Concept Schemes

Another hurdle for the practical deployment of Semantic Web
technology in the cultural domain has been the use of the words ontology
and vocabulary to describe quite different kinds of artifacts. For example,
recent W3C documents (www.w3.org/standards/semanticweb/ontology)
define vocabulary to encompass the formal sort of RDFS and OWL
ontologies described above. However, the notion of vocabulary also covers
a wide range of knowledge organization systems (KOS) used in libraries,
archives and museums, such as thesauri, classification systems and name
authority files. Such value vocabularies can also have structure. Concepts
from thesauri, for example, are often organized using hierarchical and
associative links as defined in standards such as ISO 25964 [2]. These
relationships, however, do not bear precise formal semantics in the sense of
OWL. Indeed, some hierarchies appear quite wrong when interpreted
according to a formal approach, especially if hierarchical links are
considered transitive [3].

The lack of a way to express less formal semantics hindered many early
projects that tried to apply Semantic Web technology in the cultural sector
by massaging existing knowledge organization systems into formal
ontologies. Given the scope of the artifacts considered, this effort required
considerable ontological debugging that was ultimately of dubious value.
Indeed, most information retrieval scenarios using KOS for searching or
browsing collections do not require more than the information that one
concept is broader than another. 

RDFS and OWL ontologies are used to structure data by providing
classes to which the resources described in data can be stated to belong
along with their properties, while value vocabularies merely provide
resources to be used as values in statements about those resources. A
concept from a thesaurus, such as architecture, will, for example, be used as
the object of a dc:subject statement describing a book, while the property
dc:subject itself is defined in an ontology of properties and classes for
describing books. In a recent report, the W3C Library Linked Data group
has called the latter value vocabularies [4], acknowledging the difference
with RDFS and OWL ontologies from a knowledge engineering perspective. 

To port the large body of existing value vocabularies to the linked data
cloud, simpler data models have been developed, notably the W3C Simple
Knowledge Organization System (www.w3.org/TR/skos-reference/). SKOS
is the result of a careful weighting of requirements of data publishers and
consumers and minimizing the ontological commitment all parties should
make [5]. It focuses on concepts (skos:Concept), a small number of
semantic relations between them (skos:broader, skos:narrower, skos:related),
labels and a few documentation properties. The formal axioms of SKOS remain
very simple. For example, SKOS features a property skos:broaderTransitive
that offers a transitive interpretation of the skos:broader links between
concepts that are in a direct parent/child relationship. However, this
property is intended as a mere generalization over the semantics of the
original skos:broader property; it means nothing more than the fact that it
links a concept to an ancestor concept in the hierarchy defined in the KOS.

To solve some shortcomings of SKOS when capturing data in more
complex KOS, proposals have been made to refine and extend the core
model, for example, by adding specializations that reflect certain types of
parent/child relationships (for instance iso:broaderPartitive in the ISO25964
data model [6] ) or introducing formal axioms that tackle the composition of
different types of links in thesauri [3].

Still, even more complex KOS remain at the level defined by the notion
of value vocabularies. Contrary to the RDFS and OWL ontology languages,
KOS do not provide the ability to create the full apparatus of classes and
properties required to govern the creation and use of RDF statements. 
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Traditional efforts for defining ontologies have often tried to present a
continuum between simple KOS and RDFS and OWL ontologies
(http://tw.rpi.edu/weblog/tag/ontology/), but the roles they play with regard
to the making of RDF data are essentially different. Consider the following
statements:

@prefix schema: < http://schema.org/>
@prefix dc: < http://purl.org/dc/terms/>
ex:monalisa rdf:type schema:Painting
ex:monalisa dc:type <http://id.loc.gov/authorities/subjects/sh85105182>

Schema.org defines Painting as an RDFS class, fit for use with the
rdf:type predicate and additionally specifies ontological information, such
as the set of properties with which one expects the instances of the class to be
described. The Library of Congress Subject Headings, in contrast, provide
the notion of Portraits (http://id.loc.gov/authorities/subjects/sh85105182) as
a SKOS concept, adding only informal information such as labels and links
to other concepts. Note that the Dublin Core property dc:type, whose
informal semantics cover the notion of genre, does not require an RDFS or
OWL class as its object, contrary to rdf:type, which strictly indicates an
instance-class link in the sense of RDFS and OWL.

The systematic use of SKOS for representing legacy KOS data can be
seen as conflicting with the Semantic Web ambition of describing entities in
terms of appropriate classes. Lots of KOS consist of subjects to which the
SKOS notion of concept fits well. But many KOS describe persons, places
and other types of entities for which there also exist dedicated ontologies,
such as the Friend-of-a-Friend (FOAF) (http://foaf.org) ontology for
persons or the generic Schema.org ontology. 

The linked data vision implies a paradigm shift compared to the
approach that relied on specific publication places and formats to define
reference (authority) data. As highlighted in the Library Linked Data
group’s report on available vocabularies and datasets [7], data not expressed
in SKOS or OWL can still play a reference role for creating other data, just
as KOS and authority files did in traditional library, archive or museum
environments. The most typical example in linked data is the DBpedia

dataset (http://dbpedia.org), where resources extracted from Wikipedia are
described using a formalized ontology that captures more than just labels or
conceptual abstractions. 

It is often not trivial to select a specific real-world entity as the target for
expressing a KOS as linked data. Converting to ontologies of real-world
entities may require more work than is practical. In practice, many thesauri
and other existing KOS provide a mixture of entities (persons, places,
concepts) with no easy way to distinguish these various components.
Disentangling such entities may require far more effort than KOS publishers
can afford. Moreover, much KOS data has historically been devoted to the
management of information at semantic or lexical levels, such as synonyms
or vague associative links, which may not fit perfectly into domain-specific
ontologies.

As a result, models for cultural data tend to remain liberal with respect
to the form of data they can accept. The EDM, for example, allows person-
related data expressed using either SKOS concepts or real-world entities such
as FOAF persons. The Virtual International Authority File (http://viaf.org)
publishes data following the two approaches in parallel. The central entities
of VIAF are of type schema:Person. But next to this real person one can
find a SKOS representation for every corresponding name authority from
the libraries contributing to the VIAF dataset, as in the following extract:

<http://viaf.org/viaf/24604287> rdf:type schema:Person
<http://viaf.org/viaf/sourceID/DNB%7C118640445#skos:Concept> 

rdf:type skos:Concept
<http://viaf.org/viaf/sourceID/DNB%7C118640445#skos:Concept> 

skos:prefLabel “Leonardo, da Vinci, 1452-1519”
<http://viaf.org/viaf/sourceID/DNB%7C118640445#skos:Concept> 

foaf:focus 
<http://viaf.org/viaf/24604287>

<http://viaf.org/viaf/sourceID/BNF%7C11912491#skos:Concept> 
rdf:type skos:Concept

<http://viaf.org/viaf/sourceID/BNF%7C11912491#skos:Concept> 
skos:prefLabel “Léonard, de Vinci, 1452-1519”
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<http://viaf.org/viaf/sourceID/BNF%7C11912491#skos:Concept> 
foaf:focus 
<http://viaf.org/viaf/24604287>

where the first and second concepts correspond to the name authorities
from the national libraries of Germany and France, respectively. 
VIAF uses the foaf:focus property to relate a concept to “the underlying

or 'focal' entity” with which it is associated. This enables data consumers to
traverse the published RDF graphs to find the data that best suits their
application needs. 

The foaf:focus pattern reflects in a faithful way the provenance of the
data, leading to better trust. In fact, keeping concepts from different origins
separate and distinct avoids the risk of inconsistencies that can occur if data
is merged too quickly around a single entity. Across different data sources,
different names could be used for a same person, or even different dates of
birth and deaths. 

The danger of such discrepancies is a key aspect of another problem:
that of representing the result of entity reconciliation processes. Many
datasets refer to the same persons, places or concepts. This situation hinders
consumption of data on the web, as relevant data about the same entities can
be distributed over different sets. Various entity-linking processes (manual
or automatic) have thus been devised to palliate the issue – an area that is
out of scope for this paper. To represent the fact that two resources
correspond to one same thing, the OWL language provides a property called
owl:sameAs. But this property comes with strong semantics; all the
statements subjected to two resources in an owl:sameAs relationship could
be swapped from one resource to the other, leading to a complete merge. As
this can raise some of the inconsistencies mentioned above, other
vocabularies have offered alternative links with weaker semantics, such as
skos:exactMatch and skos:closeMatch in SKOS. The former reflects a

stronger semantic similarity than the latter, but it does not suppose a complete
merge of the two concepts it relates. Note that at present, however, many
ontologies have tried to solve the problem at their own level; there is not yet
consensus on how to tackle the representation of weaker similarity links in a
more general way, leaving data publishers a vast array of options [8].

Choosing the Right Level of Semantics
RDF and linked data allow a certain latitude in choosing the type of

resource described by some data. In many cases, a FOAF Person can be
used instead of a SKOS Concept and the other way around, without
breaking the data. Even more interesting, it is possible to provide an OWL
class that is defined with some SKOS properties (www.w3.org/TR/skos-
primer/) or to use an existing SKOS concept in the position of an OWL
class or even to give it a dual type of SKOS Concept and OWL Property, as
in the Library of Congress MARC Relators
(http://id.loc.gov/vocabulary/relators). In the same vein, one may use the
word vocabulary to refer alternatively to RDFS and OWL ontologies or
SKOS concept schemes.

Reference datasets based on a specific ontology, KOS resources
expressed as SKOS concept schemes and formalized ontologies expressed
in RDFS or OWL are most often designed to meet specific goals. While the
recommendation may seem obvious, data modelers and publishers should
be careful about selecting the level of semantics that best fits their particular
domains and tasks [9]. Some application scenarios will require highly
formalized ontologies to establish a sufficiently precise meaning for their
vocabulary and to perform complex tasks such as reasoning. But over-
formalizing can be as dangerous as the lack of semantic axioms, as it can
hinder the understanding and re-use of an ontology or dataset while making
it more difficult to produce in the first place. �
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S haring information is fundamental to furthering
science and ensuring that the entire research life
cycle is properly captured and described. Data

products are but one component of this colorful information
tapestry, and nowadays, data products encompasses much
more than it did a decade ago. Data products should refer
to all products related to the research life cycle. For
example, software used to produce or process datasets is
just as important as the dataset. There is general agreement
that curating and preserving data products, and making
them citable, are worthwhile efforts, as is linking data
products with publications, in order to capture the full life
cycle and to improve discoverability. 

Astronomy has a long tradition of sharing data. While
still far from done, we have a significant history to learn
from, reflected in the dedicated archives and curation
initiatives that have been around for decades. For example,
in 1972 the Centre de données astronomiques de Strasbourg
(CDS) (http://cdsweb.u-strasbg.fr) was established in France
to collect and distribute astronomical information. They
maintain a number of important services for the astronomy
community, including SIMBAD (http://simbad.u-
strasbg.fr/simbad/), an astronomical database of objects
discussed in the scholarly literature, as well as the data catalog
service VizieR (http://vizier.u-strasbg.fr/viz-bin/VizieR). In

1988 NASA began the Astrophysics Data System (ADS)
(http://ads.harvard.edu), a networked, distributed system
for accessing and managing NASA astrophysics data
holdings. Initially established as an electronic library, ADS
evolved into an index of astronomical research papers, and
in 1993 it was connected with the SIMBAD database.
Through cooperation with data archives, ADS supports
discoverability of data products through links in publications. 

Data Preservation
Is the research community willing to participate in

preserving data? Most definitely. Many astronomers
establish websites describing and providing access to data
products. Though commendable, this approach lacks
persistency. Many links to such websites are now dead,
because the site was moved or discontinued. A recent
study [1] found that, while the number of links in papers
published by the American Astronomical Society (AAS)
rose dramatically from 1997 to 2005, by 2011 44% of
links published a decade earlier were broken. The study
also suggests that links to data on personal websites
become unreachable faster than links to datasets on
institutional sites. Therefore, an essential step in the data
preservation process is to convince people to invest time
and effort in depositing their data in repositories

Unlocking and Sharing Data in Astronomy
by Edwin Henneken

Edwin Henneken is IT specialist for the NASA Astrophysics Data System at the Smithsonian Astrophysical Observatory in Cambridge,
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EDITOR’S SUMMARY
The astronomy community has
been a leader in efforts to preserve
and share research data to
facilitate ongoing discoveries.
Since some efforts have led to
isolated and abandoned websites,
the need to deposit data in
specifically designed and
maintained repositories is now
recognized. These repositories
may apply persistent data
identifiers to data products
including large and small datasets,
software and raw data throughout
the research cycle. Researchers
should be encouraged to deposit
and share data, but guidelines and
practices are inconsistent and
publishers’ policies vary.
Agreement among stakeholders
must be found on clearly defined
standards for data citation and
linking through publications.
Establishing and complying with
citation standards for all related
data products will promote data
discovery and reuse.
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specifically designed for data preservation (like the
Dataverse Network – http://thedata.org; TheAstroData –
http://thedata.harvard.edu/dvn/dataverses/cfa; and Zenodo
– http://zenodo.org).

Many data preservation repositories assign persistent
data identifiers (PDIDs) to datasets to support access. The
PDID is often a DOI, but it could also be something like a
dataset identifier [2]. Agreeing on having a PDID is
relatively easy; agreeing on what should get a PDID is an
entirely different matter. At one extreme, to accurately
represent the research life cycle in its most granular form,
each data product, including all versions, should receive a
PDID, but this level of identification is highly labor-
intensive and costly. At the other extreme, only data
products described in scholarly publications would be
preserved and receive a PDID. Hybrid approaches to
assigning PDIDs are also possible, and this discussion is
still ongoing in the astronomy community. Input from the
digital library community will be valuable here, as their
experience can help shape preservation policies and data
citation recommendations. 

While the astronomy community has been a pioneer in
preserving major data collections, smaller, derived datasets
are less likely to be preserved or shared. Repositories like
TheAstroData and Zenodo are available for these smaller
sets, but whether researchers are educated about the
advantages of depositing data and are encouraged to do so
depends on local initiatives. This need for education is
especially true for supplementary material and non-tabular
data (like raw data). Publishers play a major role in this
respect. Within their commercial boundaries, they have
shown a willingness to innovate and participate in
initiatives from the community. If a publisher requires data
products used in publications to be available in a persistent

manner (either by hosting the data themselves or by
persistent links to repositories), authors will find a way to
meet those requirements. 

The major astronomy journals all have different policies.
Astronomy & Astrophysics states in its instructions for
authors, "It is mandatory for A&A authors to publish the
data that are presented and discussed in articles and needed
to reproduce the results" [3]. Monthly Notices of the Royal
Astronomical Society is a bit vaguer: "Authors are
particularly encouraged to make catalogues and databases
available, so readers may reproduce their results or use
them for future studies," leaving the initiative up to the
author [4]. The journals of the AAS have a "Data Behind
the Figure" option for smaller datasets in common formats,
recognizing that this availability can increase the long-term
citation of papers. 

Data Citation
Formalizing data (and software) citation with an eye

towards ease of use supports giving credit where credit is
due, enhances discoverability of data products and
facilitates the compilation of metrics for data products (be
it usage or citation based). Past studies found that
publications linked to data products received higher
citation rates [5, 6], an additional incentive for authors.
However, while we agree citation is a worthwhile goal,
guidelines and practices still vary widely. Sometimes data
products are mentioned in the article body or bibliography.
Some publishers offer guidelines, but they differ from
publisher to publisher. In rare cases, publishers embed
PDIDs for datasets in the article metadata, allowing
services like the ADS to locate them and create appropriate
links. Another possibility is to maintain a separate data
bibliography and service, similar to SIMBAD, which tags
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to datasets through the publication to which those data
have been linked. When data product records are indexed,
users may find other data through similar articles that have
been linked to data products. This interlinking is possible
through collaboration between ADS and services like NED
and those offered by CDS. In ADS 2.0 (http://adslabs.org),
faceted filtering has made data discovery even easier.
Users start by searching for a term or phrase and then use
the facets to drill down and filter results. In this version,
the ADS offers a facet dedicated to data products. This
environment allows one to study more sociological and
infometric aspects of data usage in publications, for
example, in combination with filters on aspects of
affiliation data. 

A publication based on a dataset is just one expression
of the potential in that dataset. The backgrounds and
interests of the researchers will influence which
representation of that data is selected. But there are many
different representations, and the ability to discover and
access data products fosters the reuse of data products for
different purposes as well as for combining data products
in unanticipated combinations. Astronomy has made great
progress towards unlocking data products, but we still have
quite a journey ahead. With upcoming projects like the
Large Synoptic Sky Survey, which will produce 1.28
petabytes of uncompressed data every year [8], the problem
of data preservation will continue to be a pressing one. �
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publications with data products cited therein. Another
useful model is the Astrophysics Source Code Library
(ASCL), which maintains an online registry of scientist-
written software used in astronomy research. The ADS
cooperates closely with the ASCL, indexing their records
and helping link software and publications. 

When data and software are linked to relevant
publications and data product and software records are
indexed, metrics are much easier to compile. Such metrics
are critical for evaluating an instrument, project, mission or
even an entire research field [7], but it takes a community
effort for data (and software) citation to work properly.
Only when the community agrees upon well-defined
standards and on how to establish a registry will data
citation become as transparent as it is for publications.
Publishers need to be involved, as well, to incorporate data
citation standards into their publication process. 

Data Discovery
Data product discovery is typically accomplished one

of two ways: by searching directly in a data repository or
by following contextual relationships (like article-data
interlinking) in services like ADS. To find data products
that have never been used or described in publications,
users would go to a data repository (assuming that such
data products have been deposited there). The ADS is a
powerful environment for data discovery, providing access

Resources on next page
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